PROTECTING
CHILDREN
FROM ONLINE
GROOMING

Cross-cultural, qualitative and
child-centred data to guide
grooming prevention and response

Professor Amanda Third
Dr Umit Kennedy

Dr Girish Lala

Dr Pavithra Rajan

Ms Shima Sardarabady
Ms Lilly Tatam

YOUNG & WESTERN SYDNEY
RESILIENT UNIVERSITY ‘ SCIfe @ .
w algfﬁﬁECH ’ Online Save the Children



Safe Online

Is the only global investment vehicle dedicated to keeping children safe in the digital world. Through investing in innovation and
bringing key actors together, Safe Online helps shape a digital world that is safe and empowering for all children and young people,
everywhere. The Tech Coalition Safe Online Research Fund is a groundbreaking collaboration fuelling actionable research and
uniting the tech industry with academia in a bold alliance to end online child sexual exploitation and abuse. Learn more: https://
safeonline.global/tc-safe-online-research-fundy/.

Western Sydney University

Western Sydney University is one of Australia’s leading institutions. Ranked in the top 2% of universities in the world, it was named
number one in the world for its social, ecological and economic impact in the Times Higher Education (THE) University Impact
Rankings in 2022, 2023 and 2024. Western Sydney University is a world-class university with a growing international reach and
reputation for academic excellence and impact-driven research.

For more information, please visit: https://www.westernsydney.edu.au/

The Young and Resilient Research Centre

Embraces an integrated mode of research and development, education, training, and enterprise to research and develop
technology-based products, services and policies that strengthen the resilience of young people and their communities, enabling
them to live well and participate fully in social and economic life. https://www.westernsydney.edu.au/young-and-resilient

Save the Children

Is the world’s leading independent organisation for children. We believe every child deserves a future. We do whatever it takes -
every day and in times of crisis - so children can fulfil their rights to a healthy start in life, the opportunity to learn and protection
from harm, wherever they are. http://www.savethechildren.net/

Save the Children’s Safe Digital Childhood initiative

Is a major global effort to support digital inclusion, protect children online and promote the mental health and wellbeing of the next
generation of resilient digital citizens. The initiative includes partnering with schools, communities and tech leaders to break down
barriers to digital inclusion by making sure the children with the fewest resources can access devices and connectivity; offering
targeted digital literacy and citizenship programs; helping technology industry partners embed child-centric safeguards into their
platforms; and empowering children to advocate for their rights in the digital world.
https://content.savethechildren.org/safe-digital-childhood/
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In the aftermath of the pandemic, incidents of online
grooming and child sexual and financial exploitation are at
an all-time high (Thorn, 2022; Finklehor et al, 2024). While
the number of children who have access to an online device
continues to increase around the world, so does their risk of
being harmed (Marwick et al., 2024).

While online child sexual exploitation and abuse (OCSEA)
occurs at scale, across diverse settings and contexts,
research exploring the issue generally involves participants
from single geographic or cultural contexts. Moreover,
existing research tends to focus on victim-perpetrator
interactions, with the result that, internationally, there is
little evidence to show how children - in all of their diversity
- make decisions about who to engage with and why, as they
navigate fast-paced, often socially-oriented, digital platforms
and services. Cross-cultural data sets and analyses that
document children’s decision making in relation to engaging
with unknown others are urgently needed to enable
governments, businesses and NGOs to design effective
strategies to mitigate the various forms of child exploitation
that originate online.

With funding from the Tech Coalition Safe Online Research
Fund, in 2023-24, Save the Children Hong Kong partnered
with the Young and Resilient Research Centre at Western
Sydney University and six Save the Children offices,
primarily in the global South, to explore how children from
diverse backgrounds experience the various pleasures and
pressures of engaging with unknown others online, and what
steps they take to protect themselves from potential harm.
By listening carefully to children, the study aimed to identify
how governments, technology platforms, services, educators,
and parents might channel children’s insights into the design
of more effective policies, programming, product features,
and systemic change to better support children to prevent,
respond to, and report OCSEA.

To generate in-depth, granular insights into children’s
engagement with unknown others online, we deployed
the Young and Resilient Research Centre (Y&R)'s unique
distributed data generation methods (DDG). A primarily
qualitative approach that configures children as partnersin
the research process, DDG entails in-country child-facing
organisations - in this instance, Save the Children offices

- co-designing creative and participatory workshops with
Y&R and then implementing them with diverse children in
multiple different cultural contexts simultaneously. Data is
shared via a General Data Protection Regulation (GDPR)-
compliant process with Y&R and co-analysed by Y&R and
in-country partners using visual and discourse analysis
techniques to ensure that analysis is faithful to cultural
context.
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Children use relational verification and
targeted investigation strategies when
interacting with unknown others online.

Children’s existing networks function as a safe foundation from
which they can explore relationships with Known Unknowns.
They are much more likely to accept a friend request from
someone they have seen or met in real life. Not having face-
to-face contact or strong social reference points for new
contacts tended to trigger negative feelings and greater levels
of suspicion. Children’s decision-making about interacting with
unknown others is shaped by two ongoing practices: relational
verification and targeted investigation. Relational verification
involves scrutinising and evaluating whether unknown others
have existing face-to-face or online connections with other
trusted connections. Children’s targeted investigation practices
include conducting background checks, asking questions, or
requesting proof of identity to determine if it is safe to engage
with an unknown other online.

6

Children observe new online connections
over time to determine their authenticity and
to monitor whether they are trustworthy.

Far from blindly trusting unknown others online, children are
constantly evaluating interactions, events, and behaviours to
determine who is authentic and safe to engage with across
online and offline spaces. They monitor unknown others’
modes of online self-representation and behaviours towards
others over time, looking for signs of authenticity to guide
their decisions about whether to engage and to what extent
an unknown other merits their trust. Children report that it
is often difficult to ascertain the motives of unknown others.
However, a series of red flags signal a contact cannot be trusted
and, in some instances, are reason to block or delete contacts
from their online friendship networks. Red flags include
comments on their body or appearance; questions about
where they live, go to school, or work; requests for personal
information, such as date of birth or identity documents; and
questions about their personal life, such as their relationship
status.
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Children believe technical innovations can
profoundly improve their online safety

Children are alert to the potential for technical capabilities to
be leveraged to strengthen their online safety. In particular,
they urge companies to use artificial intelligence to improve the
discovery of online safety information, education, and tools;

to implement automatic blocking and banning; to increase the
security of personal information; and to ensure interactions
are age-appropriate. Children urge technology platforms to
use algorithmic tools to target online safety information and
education to best effect and to better immerse online safety
information and features in the platforms, apps, and games
they use. Children want technology platforms to consider
implementing additional mechanisms to protect their data; to
prevent their inadvertent contact with ill-intentioned adults;
and to minimise their exposure to age-inappropriate content.
Children also suggest default privacy settings for minors;
automated warning systems to alert them when they interact
with someone whose intentions may not be genuine; Al-
powered, appropriate, relatable, just-in-time guidance about
possible and safe responses, to help them decide if or how they
will engage with unknown others; and automated blocking and
reporting processes for young users. Children want safe online
spaces to discuss or report potentially harmful behaviours

and content. They want companies to better communicate
how reporting and other online safety processes work; to be
confident about the outcomes of reporting; and to be told when
and how community guidelines are enforced.
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RECOMMENDATIONS

1

Better support children to manage their relationships with friends and a range of
unknown others online, including those with whom they have a mutual connection and
those who are completely unknown to them.

2

Encourage children and the adults who support them to block and report
bad actors online.

K

Strengthen pathways to support services to support young users to address online
grooming and other online safety challenges.

4

Strengthen and increase the accessibility of online safety and digital literacy education
for children, regardless of location or age, to support their management of interactions
with unknown others.

5

Strengthen education for parents, carers, teachers, and community leaders to equip
them to better communicate with and support their children to interact safely with
unknown others.

6

Equip decision-makers to take informed decisions about how to strengthen responses
to online grooming.
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7

Strengthen and enforce legislation and mechanisms of justice for children who
experience online harms.

8

Consider developing a default industry standard around online privacy and security by
default for children to minimise the possibility that they inadvertently share personal
information with bad actors in ways that compromise them.

9

Reduce the likelihood that children will encounter violent, sexually explicit, or other
age-inappropriate online content.

10

Reduce the likelihood that children will unwittingly interact with adults and those
who might be bad actors in online spaces, and ensure that children can engage in age-
appropriate interactions.

11

Consider implementing Al-driven warning systems to alert young users about the
characteristics and prior practices of unknown others with whom they interact online.

12

Ensure platform features do not exacerbate the risk that children might be exposed to
bad actors online.
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